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Symposium Goals

The Ethics and AI for Good Health 
Symposium, hosted by the Joint Centre for 
Bioethics, is the inaugural workshop of the 
"Collaboration on Artificial Intelligence for 
the Public's Health", a new partnership of 
the Dalla Lana School of Public Health, 
Public Health Ontario, and the Vector 
Institute for artificial intelligence. 

The inaugural symposium has three aims: 
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Executive Summary
The Joint Centre for Bioethics launched an Ethics and AI for Health 
initiative in Fall 2017. Funded in part by a CIHR Planning Grant, the 
initiative aims to scope and synthesize the terrain of ethical issues 
associated with the development and application of AI in the health field. In 
this Backgrounder, we provide initial findings of the grey literature 
component of a full scoping review based on the research question: What 
ethical issues have been identified in relation to AI in the field of health 
locally and globally" This backgrounder summarizes broad themes 
emerging from the grey literature and provides an initial foundation for 
discussion of ethics of AI in health locally and globally. 

How should potential bias in datasets and algorithms be addressed? 
How ought individual rights be balanced with the potential for broader 
health benefits of AI? 
What are the ethical implications of commodifying data for commercial 
use? 

DATA QUALITY AND USE

What impact will AI technologies have on health and social inequities?  
How do we include and build capacity in countries that have yet to 
undergo mass digitization and lack sufficient resources to benefit from 
AI’s potential? 
How do we ensure that AI innovation is responsive to the unique needs 
of countries across the globe? 

EQUITY AND THE DIGITAL DIVIDE

GOVERNANCE

How do we maintain public trust in the development and application of 
AI technology for health?
What key ethical considerations ought to be incorporated into 
regulatory frameworks locally and globally? 
How might ethical governance frameworks support responsible 
innovation and accountability? 
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Executive Summary

REDEFINING HEALTH CARE PRACTICE

What are the ethical and social implications of using AI technologies in 
health service delivery and clinical decision-making?
Who is accountable if an adverse event results from using AI technology 
in a patient's care? 
If digital health apps will benefit patient care, how will digital and health 
literacy gaps be addressed to avoid creating new health inequities?  

COLLABORATION

Whose perspectives ought to inform the agenda for AI research and 
development? 
What are promising models for collaboration between AI developers, 
ethicists, and social scientists to ensure technologies are always 
developed with the necessary foresight of its impact on humanity? 
How do we ensure that designer intent is consistently informed by the 
interests and values of those who will be most affected by these 
technologies? 

FUTURE OF WORK

Are women and marginalized populations at greater risk of job 
displacement in the face of AI adoption in the health care sector? 
What is the responsibility of higher education institutions to better 
prepare future health professionals and researchers to work alongside AI 
technology?
How do we integrate social sciences and humanities into the training 
curriculum for future developers and programmers?
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Methodology
The Joint Centre for Bioethics (JCB) launched its Ethics and AI for Health project in 
Fall 2017 with funding support of a CIHR Planning grant and the Jus Innovation 
Fund, an endowed fund of the JCB. The goals of the project are to: i) To describe key 
ethical issues and considerations related to AI and health locally and globally, ii) To 
foster interdisciplinary engagement on ethics and AI for health, iii) To strengthen 
local and international collaboration in support of ethical  AI in health policy and 
practice; and iv) to develop an agenda for interdisciplinary health research on ethics 
and AI. 

A Scoping Review of the academic and grey literature is underway as part of this 
project. This Backgrounder reports preliminary findings of the grey literature scan. 
Grey literature  was retrieved from grey literature databases, including OAIster, 
Google Scholar, the Canadian Electronic Library, and the Canadian Institute for 
Health Information; a customized Google search to identify documents from think 
tanks, Canadian government, and non-governmental organizations; and targeted 
website searches of known organizations and institutions . A total of 800 records 
were retrieved and a random sample of 50� (n 400) were screened for inclusion. A 
record was included if it was written in English and if it addressed AI, health and 
ethical or social considerations. Of the 400 screened articles, 35 met the inclusion 
criteria and underwent full text review by two members of the research team. A 
thematic analysis was performed to identify key domains of interest at the 
intersection of ethics, AI, and health, which are reported here. 

This Symposium Backgrounder reports preliminary findings of the grey literature 
scan as an input to Symposium discussions and future workshops of the 
'Collaboration on AI for the Public's Health', a new partnership of the Dalla Lana 
School of Public Health, Public Health Ontario, and the Vector Institute for artificial 
intelligence. It is a green document that will evolve through these expert discussions 
locally and globally and the final Scoping Review analysis later this summer. 
  

Grey literature is defined as any literature that has not been published through traditional means, and is 
excluded from mainstream sources (Gerstein Science Information Center, 2018).  For the purposes of this 
paper, we have excluded conference proceedings and conference papers given their overlap with the 
academic literature, however they will be included in the larger scoping review. 
These searches were for records published between 2015-2018. The grey literature databases and Google 
searches were conducted between May 10- May 13  2018, and the targeted website searches occurred 
between April 25-May 1�, 2018. 
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Data 4uality 	 Use
The responsible and ethical application of AI technology is closely intertwined with 
good data practices such as adequate representation of socioeconomically and 
ethnically diverse populations and maintaining the rights and liberties of the people 
being served. 

First, the success of AI technology is largely dependent on the quantity and quality 
of its data feed. In order to ensure that AI decisions are reliable, large quantities of 
data are required for the ongoing testing and refinement of algorithms. 
Misrepresentative and incomplete data can skew findings such that they are no 
longer applicable to the population that the AI was created for in the first place. 
While this can be addressed through data cleaning and building capacity to collect 
the vast amounts of health information needed to power AI, there is a growing 
concern of bias being embedded within the social systems we are analyzing (AI 
Now, 2016). 

Second, regardless of how sophisticated our data collection systems are, if the 
underlying patterns reveal systemic biases, those will only be further embedded 
through deep learning algorithms (AI Now, 2016). For example, there are numerous 
studies on gender biases in the context of health care delivery. One study suggests 
that women in pain are more likely to be prescribed sedatives instead of pain 
medications (Calderone, 1��0). If this health data were used to inform care then AI 
may learn from and replicate prescription patterns, further perpetuating this health 
care practice with effects disproportionately felt by the women in pain. 

There is a need to reflect on the broader impact of data sharing on individual rights 
and liberties, including implications for individual autonomy and ownership of 
personal data (European Data Protection Supervisor Ethics Advisory Group 
[EDPSEAG], 2018; McKinsey Global Institute, 2017). There seems to be consensus 
on the need to reframe informed consent models within a data-driven economy 
such that citizens can be notified on how their information is being collected and 
what it is being used for (Centre for International Governance and Innovation, 
2018).  For instance, do citizens have the right to object to the sharing of their 
medical data to be used by AI? If practised widely, this could result in gaps in which 
population groups are represented, potentially compromising the integrity of AI 
decision making (Aspen Institute, 2017). As such, while within the scope of 
individuals’ liberties, the right to object could potentially increase discrimination 
towards citizens who are underrepresented in such data (Aspen Institute, 2017).  
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Data 4uality 	 Use
4uestions were also raised on how data should be shared and who should be 
sharing it (McKinsey Global Institute, 2017). One such question arose around the 
tension between individual rights and the collective good. While designers and 
researchers should be obligated to ensure that they are collecting data from a wide 
variety of populations, what is an individual’s civic responsibility to share their data 
for other populations to benefit? What public health functions would benefit from 
universal data sharing? How do we maintain individual autonomy through data 
sharing? 

Another challenge is the commodification of data (European Data Protection 
Supervisor Ethics Advisory Group [EDPSEAG], 2018). What are the implications of 
attributing economic value to health data? The social consequences of trading such 
sensitive information may position people to either put their data on the market or 
risk being left out of the digital economy (EDPSEAG, 2018) and not reap the benefits 
that may come with utilizing AI in health. 

Finally, lack of transparency about how algorithms operate (commonly know as the 
ĵblack box’ problem) raises questions about the validity and trustworthiness of AI 
outputs (EDPSEAG, 2018). Collecting data for a predetermined purpose is difficult, 
and almost impossible, as the complexity and diversity of big data requires 
sophisticated algorithms to reveal underlying patterns. This creates a paradox in 
and of itself as the purpose of the data may not be known until an algorithmic 
analysis is performed (EDPSEAG, 2018).   
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ETuity and the 
Digital Divide
The ĵdigital divide’ (McKinsey Global Institute, 2017) describes the differing 
capacity of individuals, and health systems, to participate in the AI health 
ecosystem, potentially furthering health and social inequities. 

AI technology can only be employed where there is broadband infrastructure and a 
sufficient quantity of data to support it. The current health care facilities pose 
limitations to data collection as electronic medical records (EMR) have yet to be 
adopted universally in not only Canada, but also globally (World Wide Web 
Foundation, 2017). Not only is the accuracy of the AI compromised due to 
insufficient data, but its applicability to diverse populations is also undermined 
(World Wide Web Foundation, 2017). As a result,  AI systems may only produce 
outcomes for populations that are represented in the data, benefiting certain 
sectors of the population that have privileged access to said systems, and 
disadvantaging those that do not (AI Now, 2016).  

Globally, where the infrastructure may not even yet exist, there is greater potential 
for a digital divide, whereby less wealthy and technologically advanced countries 
will be left disadvantaged in the global market, further exacerbating existing health 
and social inequities (International Telecommunication Union [ITU], 2017; United 
Nations Economic and Social Commission for Asia and the Pacific [UNESCAP], 
2017). With an upfront disadvantage in data and computational resources, this 
inability to participate in, and draw benefits from the application of AI in health 
systems, may perpetuate a cycle where AI systems remain in the control of more 
powerful and wealthy nations (UNESCAP 2017). With an upfront disadvantage in 
data and computational resources, this inability to participate in, and draw benefits 
from the application of AI in health systems, may perpetuate a cycle where AI 
systems remain in the control of more powerful and wealthy nations (UNESCAP 
2017). 

The capacity to participate in the AI revolution constrains the possibility of ensuring 
a democratic development process to serve a diversity of populations and their 
complex needs, for participating in AI research is limited to those with the ability to 
pay (AI Now, 2016). Considering, for instance, that the majority of the private 
companies leading sector growth are situated in the Global North, there is 
significant concern of a “brain drain” (p. 10), as better pay and increased 
opportunities in high-income countries act as a significant pull factor for talent from 
other parts of the world (World Wide Web Foundation, 2017). This can further erode 
the capacity of LMICs to participate in and benefit from AI innovation in health. 
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Governance
The application of AI raises issues of governance in all sectors, including that of 
health, such as how its development and application will be regulated, why, and by 
whom. Eliciting public trust in AI through governance processes was one particular 
area identified as imperative for its successful implementation. One such aspect of 
this was health providers’ trust in the evidence for AI as an effective health care 
delivery mechanism (The Center for Internet and Society India, 2017; The Standing 
Senate Committee on Social Affairs, Science and Technology, 2017).   

Public trust concerns have also been raised around the responsible use and 
commercialization of data (Centre for International Governance and Innovation, 
2018). Certain national jurisdictions, for instance, have significantly lower privacy 
standards for personal citizen information than others (Centre for International 
Governance and Innovation, 2018), which is something to consider in terms of 
international trade and what data, and potentially also algorithms, are subsequently 
purposed for. To address such issues, calls have been made to not only reform 
regulatory frameworks, but also to create a broader cultural shift and ongoing 
public dialogue that includes a social contract between citizens (data providers), 
and industry and government (data users) (British Academy for the Humanities and 
Social Sciences, and the Royal Society [BAHSS], 2017; The Centre for International 
Governance and Innovation, 2018).  

Engaging in public dialogue will also ensure that regulatory policies are 
implemented consistently, rather than having AI’s development and application 
operate within a patchwork of regulatory and governance structures, including 
across public and commercial sectors. Critics of a ĵsoft governance’ (p.5) approach 
to AI, for instance, whereby AI development and application is governed by ethical 
codes of conduct, note the challenge of having to navigate numerous ethical codes 
with uncertainty regarding who will hold the responsibility of enforcement (AI Now, 
2017). This is particularly pertinent to how and with whom a person, organization, or 
nation-state can seek redress for the negative consequences of AI, given the 
opaque nature of AI systems. Furthermore, without consistency, the global 
governance of AI is threatened by ethical loopholes, as was identified by the 
European Group on Ethics in Science and New Technologies (2018). In the absence 
of a coherent governance framework, an opportunity to ĵethics shop’ (p. 14) 
presents itself, whereby AI developers and users can take advantage of jurisdictions 
with lower ethical standards (European Group on Ethics in Science and New 
Technologies, 2018).  
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Governance
This regulatory imbalance may similarly affect the marketing of AI products. If, 
however, innovators are unable to receive adequate funding for transforming their 
developments into products to take to market, they will look to market their 
products elsewhere (The Standing Senate Committee on Social Affairs, Science and 
Technology, 2017), where ethical standards of AI application are less robust. This 
speaks to the importance of consistent regulatory policies, but also to how best 
achieve the balance between obtaining government support for the 
commercialization of innovation (The Standing Senate Committee on Social Affairs, 
Science and Technology, 2017) and the checks and balances that may accompany 
such support, and pursuing what the Mercatus Center (2017) refers to as 
ĵpermissionless innovation’. 

The ĵpermissionless innovation’ (p.3) approach to AI governance relies on public 
policies not being guided by the precautionary principle (The Mercatus Center, 
2017). Rather than pressing for transparency of innovation, they argue, AI 
developers should instead be able to improve their products without regulatory 
hindrance in order to better meet the needs of different populations, including 
those who are marginalized (The Mercatus Center, 2017). An opposing argument is 
against this proprietary approach, and is instead in favour of availing AI algorithms 
for open-sourced and public use, to enhance the benefit of AI for all. Given these 
concerns for responsible innovation, among others, the British Academy for the 
Humanities and Social Sciences (BAHSS) (2017) has called for a new governance 
framework, based on transcending principles to suit all sectors to which AI is 
applied, and which include both voluntary standards and regulation. One such 
principle includes ensuring that decisions made for the management and use of 
data are done so in way that is transparent, accountable, and inclusive, with the 
overarching principle of promoting human flourishing (BAHSS, 2017). They also 
recommend establishing a new independent body to monitor the entirety of the AI 
governance landscape, to ensure these transcending principles are being utilized 
within both the public and private sectors, to ensure innovation and commercial 
interest is balanced against public good (BAHSS, 2017). 
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Collaboration
Progress within the field of AI requires meaningful collaboration and inclusion of 
various stakeholders from the design and development of AI technologies to their 
application and governance. Currently, it has become clear that the private tech 
industry is leading AI innovation (AI for Good, 2017). There has also been an 
increase in private sector investment in ethics infrastructure both within technology 
organizations and within civil society through philanthropy donations (AI for Good, 
2017). Collaborations like the The Partnership on AI, which was founded by 
researchers at Amazon, Google, IBM, Microsoft, Facebook, and Apple, are aiming to 
create open platforms to discuss and identifies opportunities to advance the social 
purposes of AI (AI for Good, 2017). Interestingly, industry representatives 
themselves have shared their concern for steering innovation  towards profit driven 
applications of AI rather than those with high social value (AI for Good, 2017). 

Initiatives such as a Global Fund for AI for Social Good (AI for Good, 2017) would 
aim to prioritize and address the world’s most pressing health and social challenges 
by providing a platform for investments in AI research and applications that focus 
on the Sustainable Development Goals for the most vulnerable populations (AI for 
Good, 2017). A recurring theme in the  literature is that countries need to 
collectively identify areas for partnerships and create international frameworks that 
will promote AI research and development (National Science and Technology 
Council Committee on Technology, 2016). To ensure that AI is responsive to the 
unique needs of nation-states, it is imperative that global decision making reflect 
the ideas and realities of nations across the globe, especially those from low and 
middle income countries (World Wide Web Foundation, 2017).  

The need for collaboration extends beyond global innovation and governance of AI 
to the very people that are ideating and developing AI, with experts calling for a 
participatory approach to AI development (British Academy for the Humanities and 
Social Sciences, and the Royal Society, 2017). For example, including users of 
technology, such as clinicians, into the design process ensures that AI is applicable 
and representative of the needs of the users that will ultimately utilize the 
technology (AI Now, 2017). Accordingly, interdisciplinary collaboration with experts 
beyond the AI field will ensure AI is responsive to societal needs (AI Now, 2017). AI 
developers should be encouraged to work alongside ethicists and other social 
scientists who are well-versed in ethical and social implications of AI use to ensure 
technologies are  developed with the necessary foresight of its impact on humanity 
(AI Now, 2017).  
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Collaboration
A notable trend in the grey literature scanned thus far, is that with collaborations 
emerging between academics and the private sector, many authors now wear 
“multiple hats” and represent numerous organizations and sectors in their work. For 
example, a commentary in an academic journal can be authored by an individual 
working at an academic institution who is also the Chief Scientific Advisor at a 
private tech company. Under whose authority, and from which organizational 
perspective are policy documents being written? Who is ultimately driving the 
research agenda? What, if any, are the implications of researchers who are wearing 
“multiple hats” for the reliability, accountability, and transparency of research in AI?  
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RedeIining Health Care 
Practice
Health care is a primary focus of AI development and innovation across a range of 
areas, including disease prevention, diagnosis, and treatment. It has been described 
as a high growth area (McKinsey Global Institute, 2017). What impact will AI- 
mediated care have AI on the patient-clinician relationship and on clinician and 
patient roles in the clinical setting? 

While some suggest the incorporation of AI in health care practice will give 
physicians more time to engage in empathetic discussions with their patients, 
others are concerned that AI could reduce the care setting to a mere technical 
encounter (Nuffield Council of Bioethics, 2018). AI is primarily trained on 
quantitative measures such as images, health records and blood tests, which runs 
the risk of reducing clinical diagnosis to only measurable data and failing to capture 
the nuances of a patient’s values or social, economic, and cultural situation and the 
verbal and nonverbal cues that inform clinical judgment about a particular patient 
 (Future Advocacy, 2018). Furthermore, if AI is fully integrated into care settings, will 
patients have the capacity to refuse care from AI? Is a patient’s right to health 
synonymous with a right to access health care delivered by clinicians (Future 
Advocacy, 2018)?  And as computational algorithms become increasingly 
sophisticated and reliable, what role will or should clinical judgment play? Could 
the diffusion of AI through clinical processes have the effect of displacing clinical 
experience as the gold standard of knowledge in health (Char, Shah, Nigam, and 
Magnus, 2018)? 

In response to concerns about preserving the relational core of the clinician-patient 
interaction, it has been argued that the main use of AI should be to complement 
clinician judgement not to replace it, and that the development of AI in health care 
should be undertaken with the clinician-patient relationship in mind (The Centre for 
Internet and Society, India, 2016). However, this leaves as yet unanswered how 
discrepancies between AI-mediated outputs and clinical judgment ought to be 
resolved. Clinician trust of AI outputs is critical if AI-mediated care is to realize its 
benefits for patients. Lack of transparency about how AI systems work, particularly 
how machine learning generates a clinically-relevant output, is a particular concern 
(AI Now, 2017). In addition, if a medical error occurs as a result of applying an AI- 
mediated diagnostic or treatment decision, who should hold accountability for the 
error - the AI system, the developers of the technology, or the clinician delivering 
the care? 
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RedeIining Health Care 
Practice
Finally, the proliferation of health-related digital apps and devices are anticipated to 
redefine the role that patients play in their health care planning (AI Now, 2016). 
These technologies may empower patients to make informed choices about their 
health. On the other hand, being informed means being able to access, understand, 
and apply the information to their particular health needs, which entails a certain 
level of health literacy, and digital proficiency as well as a receptive health care 
system. Where these technologies operate independently of health care systems, 
users may have difficulty interpreting the information and taking appropriate action. 
Concerns have also been raised about whether some direct-to-consumer health 
information technologies may place an additional burden on health care systems 
and increased health care utilization in response to consumer demand  (RAND, 
2017). Finally, questions have been raised about whether the wider use of patient or 
consumer-level digital apps in care of individual patients may advantage those with 
a high level of health literacy, time and resources and disadvantage those who do 
not (AI Now, 2016).  
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Future oI WorN
AI has the potential to disrupt work within the health sector. The impact of this 
disruption is not well-understood; however, its effect on health and social inequity is 
a central concern, particularly for women and marginalized groups. Increasing 
gender wage gaps have been flagged as a potential outcome of AI-mediated work 
(McKinsey Global Institute, 2017; World Wide Web Foundation, 2017). First, this 
may result from the automatization of certain types of work involving routine tasks, 
which are often low-paid and over represented by women (McKinsey Global 
Institute, 2017; World Wide Web Foundation, 2017). It may also be an unintended 
consequence of economic investment in STEM (Science, Technology, Engineering, 
and Math) jobs, which are well-paid and male-dominated (World Wide Web 
Foundation, 2017). Some argue that new employment opportunities will emerge as 
we have observed with workforce disruptions throughout history; however this fear 
of displacement remains for any worker holding a job with the potential to be 
automated, jobs which are typically held by already low-paid workers (Mercatus 
Center, 2017).   

The application of AI in health care has significant implications for the training and 
reskilling of health workers. Assuming health workers deliver care with the support 
of AI, it is imperative that they be equipped with the digital skills necessary to 
deploy these technologies (Mesko, 2017). By understanding how AI works, health 
workers will be better able to assess and apply AI outputs in clinical decision- 
making (The Centre for Internet and Society India, 2017). This is relevant not only 
for patient well-being, but also in terms of the displacement of health workers in 
particular. While it is unlikely that AI will replace, for example, physicians, physicians 
able to apply AI in practice may replace those who do not (Mesko, 2017). Efforts to 
educate health workers will need to integrate digital skills training into current 
curricula to ensure that the future workforce is well prepared to deliver care 
alongside AI. It is also necessary to integrate social sciences and humanities into the 
training curriculum for future developers and programmers (World Wide Web 
Foundation, 2017). By being vigilant about concerns of bias, privacy, and consent, 
those involved in the development of AI may be able to prevent or mitigate any 
potential negative consequences (World Wide Web Foundation, 2017).  
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Future oI WorN
AI technologies hold the potential to enhance the operational efficiency of health 
systems with implications for the management of human resources. Through 
ongoing surveillance and data collection, AI can be utilized to monitor employees, 
potentially without their knowing. It can also be used in scheduling by predicting 
when workers are most needed (AI Now, 2017). This under-explored area of risk may 
further contribute to an ever-increasing shift towards ĵgig work’ (AI Now, 2017, p. 
11), including in the health field, particularly in roles that are not patient-facing. 
While unpredictable schedules would mean increased profit margins for 
governments and companies managing the sector, workers themselves may be 
negatively affected by the uncertainty of a precarious income and other stressors 
that come with gig work (AI Now, 2017). AI may also impact hiring practices in the 
workforce more broadly. If the AI system has been trained by information it receives 
from past hiring decisions, decisions which may have been biased, then the 
information utilized to screen new applicants may reflect said bias (National Science 
and Technology Council Committee on Technology, 2016), and disadvantage 
certain population sub-groups from entering the workforce.  
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Conclusion
Through this preliminary scan of the grey literature, we have identified 
numerous themes and challenges that are emerging in the field of AI, 
health, and ethics in the context of a globalized world. Though these issues 
were thematically organized, we must emphasize how interconnected each 
of these challenges are. For example, when considering the need for 
greater collaboration to incentivize ethically and socially minded AI 
innovation, we cannot do so without the appropriate governance to 
regulate such technologies. Similarly, as health care practice is redefined 
by AI and integrated into clinical care, there is a growing need to educate 
and re-skill the health care workforce. A notable finding of work thus far is a 
predominant focus on the health care context in discussions of AI for 
health. The implications of AI for population and public health is a critical 
gap that needs to be addressed. The views of patients and the public on AI 
for health are also not well-understood and present additional 
opportunities for civic engagement, research and education. While we have 
only scratched the surface, we hope that the review and analysis provided 
in this backgrounder has further inspired questions and raised points of 
discussions to be addressed in the coming days. 

We thank you for joining us for the inaugural symposium on Ethics and AI 
for Good Health. For more information about our work and to explore 
opportunities for collaboration, contact us at jcb.director@utoronto.ca.  
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